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Abstract—Association rules is a popular and well researched method for discovering interesting relation between variables in large databases and association rules, is one of the most important tasks in data mining. The generated strong association rules is depend on the association rule extraction by any algorithm, for example Apriory algorithm or Fp growth etc and the evolution of the rules by interestingness measure, for example support and confidence, lift or interest, correlation coefficient, statistical correlation, leverage, conviction etc.

The association rules mining are dependent on both steps equally. The classical model of association rules mining is support-confidence, the interestingness measure of which is the confidence measure. The classical interestingness measure in Association Rules have existed some disadvantage.

This paper present measurements that are support and confidence, interest or lift, chi-square test for independency, correlation coefficient, statistical correlation to calculate the strength of association rules. There are other interestingness measures, besides support and confidence which include generality, reliability, peculiarity, novelty, surprising ness, utility, and applicability. This paper investigates the evolution association rule mining.

Index Terms—Association rules, support /confidence, interest/lift, chi-square test for independency, correlation coefficient, statistical correlation.

I. INTRODUCTION

In the previous few years a lot of work is done in the field of data mining especially in finding association between items in a data base of customer transaction. Association rule mining, one of the most important and well researched techniques of data mining [1]. It aims to extract interesting correlations, frequent patterns, associations or casual structures among sets of items in the transaction databases or other data repositories [2].

Nowadays, association rules mining from large databases is an active research field of data mining motivated by many application areas such as telecommunication networks, market and risk management, inventory control etc.

II. RULES MEASUREMENT AND SELECTION

One challenge for the association rule mining is the rules measurement and selection. Since the data mining methods are mostly applied in the large datasets, the association mining is very likely to generate numerous rules from which it is difficult to build a model or summarize useful information. A simple but widely used approach to help mitigate this problem is to gradually increase the threshold value of support and confidence until a manageable size of rules is generated. It is an effective way to reduce the number of rules; however it may cause problems in the results as well. The major concern is that by increasing the minimum support and confidence value, some important information may be filtered out while the remaining rules may be obvious or already known. The data mining is a process involving interpretation and evaluation as well as analysis. For association rule mining, the evaluation is an even more important phase of the process.

![Fig. 1. The evaluation](image)

This paper is divided in to three sections the first section gives the formal definition and some explanation of each measure. The second section gives us the calculation of each measure on our sample data and the last section contains our recommendation on using which measure for discovering the interesting rules.

III. THE BASIC CONCEPTS

Support and Confidence: Support [1] is defined as the percentage of transactions in the data that contain all items in both the antecedent and the consequent of the rule,

\[ S = \frac{|X \cap Y|}{|D|} \]

Confidence is estimates of the conditional probabilities of \( Y \) given \( X \), i.e. \( P(Y|X)/P(X) \).

\[ C = \frac{|X \cap Y|}{|X|} \]

The support of a rule is also important since it indicates how frequent the rule is in the transactions. Rules, which have very small support, are often uninteresting since they do not describe significantly large populations.

A rule that has a very high confidence (i.e., close to 1.0) is very important because it provides an accurate prediction on the association of the items in the rule.

The disadvantage of this, it is not trivial to set good values for the minimum support and confidence thresholds.

Fundamental critique in so far that the same support threshold is being used for rules containing a different number of items.

Lift or Interest: A few years after the introduction of association rules, researchers [3] started to realize the disadvantages of the confidence measure by not taking...
into account the baseline frequency of the consequent. Therefore, lift, originally called Interest, it measures the number of times X and Y occur together compared to the expected number of times if they were statistically independent. It is presented as:

\[ I = \frac{P(X \cup Y)}{P(X)P(Y)} \]

Since \( P(Y) \) appears in the denominator of the interest measure, the interest can be seen as the confidence divided by the lift.

If \( I < 1 \), then X and Y appear less frequently together in the data than expected under the assumption of conditional independence. X and Y are said to be negatively interdependent.

If \( I = 1 \), then X and Y appear as frequently together as expected under the assumption of conditional independence. X and Y are said to be independent of each other.

If \( I > 1 \), then X and Y appear more frequently together in the data than expected under the assumption of conditional independence. X and Y are said to be positively interdependent.

Advantages:

The difference between confidence and lift lies in their formulation and the corresponding filtering limitations. Confidence is sensitive to the probability of consequent \( (Y) \). Higher frequency of Y will ensure a higher confidence value even if there is no true relationship between X and Y. But if we increase the threshold of the confidence value to avoid this situation, some important pattern with relatively lower frequency may be lost. In contrast to confidence, lift is not vulnerable to the rare items problem. It is focused on the ratio between the joint probability of two itemsets with respect to their expected probabilities if they are independent. Even itemsets with lower frequency together can have high lift values [4].

Disadvantages:

The first one is related to the problem of sampling variability (see section Empirical Bayes Estimate). This means that for low absolute support values, the value of the interest measure may fluctuate heavily for small changes in the value of the absolute support of a rule. This problem is solved by introducing an Empirical Bayes estimate of the interest measure.

The second problem is that the interest measure should not be used to compare the interestingness of itemsets of different size. Indeed, the interest tends to be higher for large itemsets than for small itemsets [6].

Chi-square Test for Independence: A natural way to express the dependence between the antecedent and the consequent of an association Rule \( X \Rightarrow Y \) is the correlation measure based on the Chi-square test for independence [3].

\[ \chi^2 = \sum \sum y(O_{xy} - E_{xy})^2 / E_{xy} \]

The chi-square test for independence is calculated as follows, with \( O_{xy} \) the observed frequency in the contingency table and \( E_{xy} \) the expected frequency (by multiplying the row and column total divided by the grand total) Therefore, the \( \chi^2 \)-test is a summed normalized square deviation of the observed values from the expected values. It can then be used to calculate the p-value by comparing the value of statistics to a chi-square distribution to determine the significance level of the rule. For instance, if the p-value is higher than 0.05 (when \( \chi^2 \) value is less than 3.84), we can tell X and Y are significantly independent, and therefore the rule \( X \Rightarrow Y \) can be pruned from the results.

Advantages:

The advantage of the chi-square measure, on the other hand, is that it takes into account all the available information in the data about the occurrence or non-occurrence of combinations of items, whereas the lift/interest measure only measures the co-occurrence of two itemsets, corresponding to the upper left cell in the contingency table.

Disadvantages:

First of all, the Chi-square test rests on the normal approximation to the Binomial distribution. This approximation breaks down when the expected values (\( E_{xy} \)) are small [5].

The Chi-square test should only be used when all cells in the contingency table have expected values greater than 1 and at least 80% of the cells have expected values greater than 5.

The Chi-square test will produce larger values when the data set grows to infinity. Therefore, more items will tend to become significantly interdependent if the size of the dataset increases. The reason is that the Chi-square value depends on the total number of transactions, whereas the critical cutoff value only depends on the degrees of freedom (which is equal to 1 for binary variables) and the desired significance level. Therefore, whilst comparison of Chi-squared values within the same data set may be meaningful, it is certainly not advisable to compare Chi-squared values across different data sets.

Correlation Coefficient: The [7] correlation coefficient (also known as the \( \Phi \)-coefficient) measures the degree of linear interdependency between a pair of random variables. It is defined by the covariance between the two variables divided by their standard deviations:

\[ \rho_{xy} = \frac{\text{cov}(X, Y)}{\sqrt{\text{var}(X)} \sqrt{\text{var}(Y)}} \]

where \( \rho_{XY} = 0 \) when X and Y are independent and ranges from [-1, +1].

Statistical Correlation: To [8] get the association rules with real correlation, this measure put forward statistical correlation from the view point of statistics to compensate the deficiency of support-confidence. Statistical correlation is defined as equation, which is

\[ S_{\text{corr}(x \cup y)} = |D| \sup(x \cup y) |D| \pi(x \cup y) \sup(i) / \sqrt{|D| \pi(x \cup y) \sup(i) |D| (1 - \pi(x \cup y) \sup(i))} \]

If Scorelcor \{XUY\}<0, it denotes that the items in antecedent X and the consequent Y of an association rule are negative correlation, and the items have a relationship of restricting each other.

If Scorelcor \{XUY\}=0, it means that the items in
antecedent X and the consequent Y of an association rule are independent, and the items are not mutually influence.

If Scorrelation \( \{XUY\}>0 \), it represents that the items in antecedent X and the consequent Y of an association rule have some degree correlation, and correlation is more and more strong with the Scorrelation increase.

Advantages:

Scorrelation, which can enhance the correlation degree of items in association rule and cut negative correlation.

IV. EXPERIMENT AND ANALYSIS

The sample data (Table I) for the analysis purpose is taken from a store database of customer transaction there are six different types of items and a total of ten transactions. In each transaction a 1 represents the presence of an item while a 0 represents the absence of an item from the market basket.

A. Experiment Process
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The frequent item set generated by the sample data using A-priori algorithm is shown in the following Table II.

![Table II: The Frequent Item](image)

All measures are calculated for each rule in table II, which is output of the A-priori algorithm. The results are shown in table III.

B. Experiment Results

![Table III: Calculation of Measure on Sample Datasets](image)
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V. CONCLUSIONS

It is generally accepted that there is no single measure that is perfect and applicable to all problems. Usually different measures are complementary and can be applied at different applications or phases. The works of this dissertation propose a new model to measure the confidence of association rules based on sufficiency measure of uncertain reasoning, which overcome some shortages of the metric of the classical model support-confidence framework. The new measure not only captures correlation but can also detect negative implication. We have study some properties of the new measure and test its validity.
The following suggestions can be formulated based on the analysis of the different interestingness measures discussed in the previously with example:

- Confidence is never the preferred method to compare association rules since it does not account for the baseline frequency of the consequent.
- The lift/interest value corrects for this baseline frequency but when the support threshold is very low, it may be instable due to sampling variability. However, when the data set is very large, even a low percentage support threshold will yield rather large absolute support values. In that case, we do not need to worry too much about sampling variability. A drawback of the interest measure is that it cannot be used to compare itemsets or rules of different size since it tends to overestimate the interestingness for large itemsets.
- When association rules need to be compared between data sets of different sizes, the Chi-square test for independence and Correlation analysis are not preferred since they are highly dependent on the dataset size. Both measures tend to overestimate the interestingness of itemsets in large datasets.
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