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Abstract—In this paper, a control system for the influence of a time delay compensation using predictors and a disturbance observer is proposed. The time delay in the controlled plant is one of the serious problems decreasing the control stability. Therefore, many control methods for controlled plants with a time delay have been proposed until now. We proposed an effective control system for influence of time delay by connecting predictors and a disturbance observer to a PID control system. It alleviates the influence of the time delay on the target response and disturbance response.

Index Terms—PID Control, time delay, predictor, disturbance observer.

I. INTRODUCTION

PID control is one of the most common control structures employed in the process industry. Therefore, many tuning methods for PID control have been studied and proposed. But PID tuning for controlled plants with a time delay is difficult.

There are several effective control systems for controlled plants with a time delay. For example, Internal Model Control (IMC) [1] and the Smith predictor [2]. However, for plants with integrators, both IMC and the Smith predictor induce a steady state error due to an input-side disturbance; this is serious problem. The approaches used to solve this problem include the modified IMC [3], the modified Smith predictor that use a predictor of the controlled plant [4][5], the method of connecting a PID controller predictor and a model of the controlled plant to the conventional PID control system (PID control with time delay compensation).[6] These are effective methods for reducing the influence of the time delay on the disturbance response. Among them, by using PID control with time delay compensation, while the disturbance response has no errors, it is hardly satisfactory result.

We believe that to resolve this problem, prediction of the disturbance is needed. Therefore, we propose a method to connect predictor of the controller, a discrete observer, and predictors of the controlled plant to the PID control system.

II. INTERNAL MODEL CONTROL (IMC)

In Fig. 1, \( Q(z) \) is the IMC controller, \( G_P(z) \) is the proper controlled plant model, and \( G_M(z) \) is measured controlled plant model. IMC feeds back the difference between output of the \( G_P(z) \) and output of the \( G_M(z) \). This method is for the amount of operation to re-determine when there is a disturbance as well as modeling errors.

\[
C(z) = F(z)G_M^{-1}(z) \tag{1}
\]

In this equation, \( F(z) \) is called filter. this means that the degrees of numerator are two degrees less than those of denominator.

III. METHODOLOGY

A. PID Control.

Fig. 2 shows a conventional PID control system. In cases where the controlled plant has a time delay, it is apparent that the control stability decays and PID tuning becomes difficult.

B. Our Basic Concept

To compensate for the influence of time delay, we devised a method to connect the predictor of the PID controller to a conventional PID control system. The predictor predicts the time delays before the output value of the controller. The structure of our basic concept is shown in Fig. 2.

\[
\text{Fig. 2. Structure of the PID control system}
\]

\[
\text{Fig. 3. The structure of our basic idea}
\]
In Fig. 3, \( C_{PID}(z) \) is the discrete PID controller, and \( G_d(z) \) is the controlled plant without a time delay. If we use the conventional PID method, the controlled variable is given by the following equation.

\[
y(k) = G_0(z)z^{-d}u(k) \tag{2}
\]

The proposed method predicts the future output of the PID controller and compensates for the time delay. If the time delay of the controlled plant equals \( d \)-samples, we predict the future manipulated variable \( u(k+d) \). Therefore, the output signal of the proposed method can be written as follows.

\[
y(k) = G_0(z)z^{-d}u(k + d) = G_0(z)u(k) \tag{3}
\]

Then, the influence of the time delay can be compensated.

IV. PREDICTOR

A. State Space Model

To design a predictor, the system needs to be expressed using the state space method. In the state-space method, the system is expressed by a differential equation and the output equation is expressed as Eq. 4.

\[
\begin{align*}
    x(k+1) &= Ax(k) + Bu(k) \\
    y(k) &= Cx(k) + Du(k)
\end{align*} \tag{4}
\]

In this equation, \( x(k) \), \( u(k) \) and \( y(k) \) denote the state, the input, and output variables of the system respectively. In addition, \( A, B, C \) and \( D \) denote the state matrix, the input matrix, the output matrix, and the feedthrough matrix respectively. However, in cases where the system model does not have a direct feedthrough, \( D \) is the zero matrix.

B. Predictor Design

A predictor is designed using the state space method. From the Eq.4, the one sample predicted state variable \( \tilde{x}(k+1) \) is written as follows.

\[
\tilde{x}(k+1) = Ax(k) + Bu(k) \tag{5}
\]

Then, we get two samples predicted state variable by replacing \( k \) with \( k+1 \) in Eq.5 and rewriting as Eq.5.

\[
\begin{align*}
    \tilde{x}(k + 2) &= A\tilde{x}(k+1) + Bu(k+1) \\
    &= A^2x(k) + (I + A\tilde{z}^{-1})Bu(k+1) \tag{6}
\end{align*}
\]

Similarly, we get any number of samples predicted state value by predicting in increments of one sample predicted state variable as follows.

\[
\tilde{x}(k + d) = A^d\tilde{x}(k) + B\tilde{u}(k) + \sum_{i=1}^{d-1} A^{d-i-1}(I + A\tilde{z}^{-1})Bu(k+i) \tag{7}
\]

Then, from Eq. 4 and Eq. 7, the predicted output variable \( \tilde{y}(k+d) \) is written as follows.

\[
\tilde{y}(k + d) = CA\tilde{x}(k + d) + Du(k + d) \tag{8}
\]

V. PROPOSED METHOD

A. Discrete Observer for Plants with Time Delay

The predictor of the controlled plant is connected to the discrete observer. The reason for this is to observe the state variable and make the predictor responsive to the disturbance response. To make the discrete observer for a plant with time delay, we need to connect time delay component to the observer as follows.

\[
\begin{align*}
    \tilde{x}(k + 1) &= Ax(k) + Bu(k)z^{-d} + K(y(k) - \tilde{y}(k)) \\
    \tilde{y}(k) &= C\tilde{x}(k)
\end{align*} \tag{9}
\]

In Eq. 12, \( z^{-d} \) and \( K \) denote time delay component and the observer gain respectively. In this way, you make this observer responsive to plants with time delay.

B. The Proposed Method

We employ the proposed method by connecting the predictors, the time delay component, and a discrete observer, as shown in Fig. 4. In this way, we can predict the manipulated value \( \tilde{u}(k+d) \) and the control output is given by the following equation.

\[
y(k) = \tilde{u}(k+d)G_0(z)z^{-d} = \tilde{u}(k)G_0(z) \tag{10}
\]

From Eq. 10, we find that the influence of the time delay is compensated by using the proposed method.

VI. SIMULATION STUDY

This section describes the effectiveness of the proposed method using simulation studies. In each case, we use a unit step signal as the reference input signal. The reference input step set point is introduced at \( t=0.1[s] \), the sampling time \( T_s \) equals 0.001[s] and the controlled plant is discretized by the zero-order hold method. We also use the signal \( r(k+d) \) in Fig. 5 as the reference signal. The simulation result obtained using the proposed method is compared with the results obtained using the Smith predictor and the PID control with time delay compensation [7] as the previous method.
A. Case 1

In this case, we run a simulation for the controlled plant with a short time delay. To run a simulation, we use the controlled plant expressed as follows.

\[ G_p(s) = \frac{704}{s(s + 49.6)} e^{-0.1t} \]

The disturbance and the gains of the PID controller are the same as in Case 1. The simulation result is shown in Fig. 6.

B. Case 2

In this case, we run a simulation for the controlled plant with a longer time delay than in Case 1. We use the controlled plant given by the following equation.

A predictor is designed using the state-space method. From the equation (3), the one sample predicted state variable \( \hat{x}(k+1) \) is written as follows.

\[ G_p(s) e^{-t} = \frac{704}{s(s + 49.6)} e^{-0.1t} \]

The disturbance and the gains of the PID controller are the same as in Case 1. The simulation result is shown in Fig. 6.

VII. CONCLUSIONS

In this paper, we have proposed control system to counter the effects of the time delay. For Case 1, the simulation results of the Smith predictor reveal that the steady state error remains under the influence of an input-side disturbance remains. In contrast, the simulation results of the proposed method and the previous method reveal that the steady state error does not remain, and the controlled output signal converges to the reference signal. In addition, it is shown that the fast response of the proposed method is superior to that of the previous method. For Case 2, the disturbance response of the conventional method becomes unstable, while, the simulation result of the proposed method becomes stable. It is shown that the proposed method has positive outcomes in both the input and disturbance responses and it is effective for controlling a plant with a time delay.
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